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ABSTRACT

Breast Cancer is one of the deadliest diseases in the world, among cancer categories, early detection is essential to 

better treatment outcomes and survival rates. Delay in diagnosis due to medical mistakes or incorrect interpretation of 

patient reports might have a negative effect on patient outcomes.Artificial intelligence (AI), a component of 

contemporary technology, has demonstrated encouraging potential for helping medical practitioners to increase the 

precision and effectiveness of cancer diagnosis. AI programs can be trained to examine several kinds of medical 

imaging data, including MRI and CT scans, and help spot anomalies or malignant cells. The study aims to establish a 

model for estimating the risk of breast cancer based on a combination of medical and behavior-related risk factors. The 

goal is to identify high-risk groups of patients who have undergone breast cancer surgery so that they can receive closer 

monitoring and more accurate screening.In this proposed work,we try to use CNN Model for classifying the risk of 

breast cancer.
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1.  INTRODUCTION

One of the commonest and most serious forms of cancer 

afflicting women globally is breast cancer. Improving the 

prognosis and treatment results for those diagnosed with 

breast cancer requires early detection and prompt action. 

AI and other technologies, such as medical imaging, are 

crucial for the early detection and treatment of breast 

cancer. Here are some details about breast cancer 

specifically:

1.1 Breast cancer Prevalence: One of the commonest 

and most serious forms of cancer [1]-[3]afflicting women 

globally is breast cancer. Improving the prognosis and 

treatment results for those diagnosed with breast cancer 

requires early detection and prompt action. AI and other 

technologies, such as medical imaging, are crucial for the 

early detection and treatment of breast cancer. Here are 

some details about breast cancer specifically:

1.2 Early Detection: Breast cancer[4] is much more 

likely to be successfully treated and survive if it is 

discovered early. For the purpose of finding any 

abnormalities, routine screenings like mammograms, 

clinical breast exams, and self-exams are crucial.



1.3 Breast Cancer Screening and Diagnosis: Fre-

quently involve the use of medical imaging techniques 

such as mammography, ultrasound, and MRI[5]. These 

imaging techniques support the detection of worrisome 

lesions or cancers in breast tissue.

1.4 Problems with Interpretation: Mammogram 

interpretation is particularly challenging and prone to 

human mistake. AI and computer-aided detection (CAD) 

systems can be used in this situation.

1.5 Artificial Intelligence for Breast Cancer 

Detection: AI[6] systems can examine mammograms 

and other imaging data to find patterns that may be 

symptomatic of malignant growths. These algorithms can 

help radiologists identify potential abnormalities, which 

will result in a more precise diagnosis.

1.6 Precision Medicine: AI[7] can also help with 

precision medicine by helping to customize treatment 

strategies based on unique patient traits like genetics and 

tumor activity. Precision medicine is the term for this 

method, which tries to improve the effectiveness of 

treatments.

1.7 Research and Development: Work on improving 

AI algorithms for breast cancer detection and diagnosis is 

ongoing. To increase their sensitivity and specificity, 

these algorithms undergo extensive training on big 

datasets.

1.8 Patient Empowerment: In addition to empowering 

medical professionals, AI may also empower patients by 

giving them access to informational materials, social 

networks, and self-care tools[8].

2.   LITERATURE SURVEY 

It would be necessary to summarize and analyze 

significant studies, journal articles, and other pieces of 

scientific literature that address various aspects of breast 

cancer as part of a literature review. An extensive 

literature review may encompass the following themes 

and findings, which are listed in general below:

2.1 Risk factors and Epidemiology: Breast cancer 

incidence and prevalence across various populations. 

Examination of risk elements like heredity, hormonal 

effects, way of life, and environmental exposures. 

Hereditary mutations like BRCA1 and BRCA2[9] and 

family history.

2.2 Early detection and Screening: Evaluation of 

several screening techniques, including as MRI, 

mammography, and upcoming technologies. Screening 

program effectiveness and restrictions in various age 

groups.Early detection is crucial for optimizing treatment 

results[10].

2.3 Imaging and Diagnosis:  Tomosynthesis , 

mammography, ultrasound, MRI, and other advances in 

imaging techniques for the diagnosis of breast 

cancer.Systems for computer-aided detection (CAD) and 

their contribution to increasing diagnostic precision.

2.4 Subtypes of Molecular Pathology: Recognizing 

the various breast cancer subtypes (such as triple-

negative, HER2-positive, and ER/PR-positive). Gene 

expression profiling and molecular markers for prognosis 

and treatment choices.

2.5 Treatment Methods: Overview of numerous 

therapeutic techniques, including surgery, chemo, 

radiation, hormone, and targeted therapy. Adjuvant and 

neoadjuvant  procedures.Improvements in genetically-

based personalized or precision medicine.

2.6 Life Quality and Survivability: Consequences of 

treatment throughout time on the health and quality of life 

of survivors.Techniques for dealing with difficulties that 

are physical, emotional, or psychological[11].

2.7 Innovations in science and medicine: Recent 

achievements in the study of breast cancer.Innovative 

targeted treatments and immunotherapy. Emerging ideas 

in tumor microenvironment and cancer stem cells.

2.8  Support and Information for Patients: The 

contribution of resources and patient support groups to 

improving patient wellbeing.Patient education is crucial 

for early diagnosis and treatment choices.

2.9 Health Disparities and Healthcare Policies: 

Examination of healthcare regulations and how they 

affect the treatment of breast cancer.Addressing the 

varying groups' health disparities in breast cancer 

outcomes.

2.10  Technology and AI in Breast Cancer: The 

detection, diagnosis, and treatment of breast cancer using 

artificial intelligence and machine learning.Big data and 

bioinformatics applications for breast cancer research.
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3.  PROPOSED DATASET 

In this proposed work, we collected the dataset from: 

http://archive.ics.uci.edu/ dataset/17/breast+cancer+ 

wisconsin+diagnostic The dataset contains mainly 32 

different attributes where each and every individual 

attribute has its own importance for identifying the breast 

cancer. The following are the attributes such as

From the above dataset we can see all the 32 attributes are 

having no missing values and hence this dataset is trained 

by our current model in order to check the performance of 

our proposed work.

4.  PROPOSED CNN MODEL

4.1 Preparation of Data: Obtain a tagged dataset of 

medical images, usually those from histopathology or 

mammography. Make sure the dataset is balanced and 

inclusive of all types of breast cancer.

4.2 Data Augmentation: To improve the dataset's 

diversity and avoid overfitting, augment it by using 

transformations like rotations, flips, and zooms[13].

4.3 Data Preprocessing: Normalize the pixel values to a 

common scale and resize the photos to a constant size to 

preprocess the data[14].

4.4 Convolutional Layers: Create the CNN architectu-

re using a number of convolutional layers. These layers 

continuously pick up details from the photos[15].

4.5 Insert Pooling Layers: (often max-pooling) to 

decrease the size of the scene and collect the most 

important data.

4.6 Convolutional layer:  Output is flattened into a 1D 

vector using the flatten layer technique.

4.7 Dense (Fully Connected) Layers: To do classifica-

tion based on the learned characteristics, add a number of 

fully connected layers.

4.8 Output Layer: A sufficient number of neurons, 

typically one for binary classification (cancer or non-

cancer), should be present in the output layer.

4.9 Loss Function: Pick a suitable loss function for 

binary classification, such as binary cross-entropy, in the 

ninth step of the model training process.

4.10  Optimizer: Update the model's weights during 

training using an optimizer like Adam or RMSprop.

4.11 Training: Utilizing the annotated images for 

training, run the model on the training dataset. To prevent 

overfitting, keep an eye on the validation loss.

4.12  Testing and Evaluation

4.12.1 Metrics: Assess the performance of the model 

using metrics like accuracy, precision, recall, F1-score, 

and ROC-AUC.

4.12.2 Testing: Evaluate the model's effectiveness using a 

different test dataset that it has not seen before.

4.13  Optimizing and modifying

4.13.1 Hyperparameter Tuning: To improve the 

performance of the model, experiment with various 

hyperparameters (such as learning rate and batch size).

4.13.2 Regularization: To avoid overfitting, use 

strategies like dropout and L2 regularization.

4.13.3 Visualizations: Use techniques like activation 

maps to depict the areas of the image that the model is 

concentrating on for its predictions when interpreting the 

results.

4.13.4 Misclassified Samples: Examine misclassified 

examples to find patterns or regions where the model may 

be having trouble.
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Remember that developing an efficient CNN model for 

the diagnosis of breast cancer necessitates knowledge of 

both deep learning and medical imaging. The develop-

ment of AI-based healthcare solutions must also take 

ethical issues, data protection, and the involvement of 

medical experts into account.

Figure 1. Represent the proposed architecture of CNN 

Model

From the above figure 1, we can clearly identify the 

proposed CNN model is constructed for prediction of 

breast cancer from input images.

Step 1: Obtain a labeled CT or MRI image dataset with 

instances of both malignant and non-cancerous tis-

sue.Here from several fields we try to extract the 

image_id attribute as main attribute and then try to extract 

the image and its features before applying it for training 

the model.

Step 2: Create training, validation, and testing sets from 

the dataset. 70% for training, 15% for validation, and 15% 

for testing would be a typical split.

Here we can see the sample images are assigned with 

labels 0 or 1.Which means the image which contain the 

cancer qualities are identified as 1 and those which are 

normal images are mapped with 0.

Step 3: Here we try to apply normalization by divide 

pixel values by the highest possible pixel value, such as 

255, to normalize them to a range between 0 and 1.

Step 4: Build the  Model Using a deep learning frame-

work like TensorFlow or PyTorch, construct the CNN 

architecture.Multiple convolutional layers can be stacked 

to capture diverse aspects at varying levels of abstracti-

on.Use activation functions to introduce non-linearity 

after each convolutional layer, such as ReLU (Rectified 

Linear Unit).

Add layers with a maximum amount of pooling to 

downscale the spatial dimensions and lighten the 

computational load.Convolutional layer output is 

flattened into a 1D vector using the flatten layer 

technique.Include one or more thick, fully linked layers to 

conduct categorization using the features that were 

previously learned.A single neuron with a sigmoid 

activation function for binary classification (cancer or 

non-cancer) should be present in the final dense layer, 

which is known as the output layer.

Figure 2. Represent the proposed architecture of CNN 

Model
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From the above figure 2, Most of the mammograms are 

light pink, but there are some dark ones too. Cancerous 

patches appear more dense and violet than healthy ones. 

However, I believe that the model is able to recognize 

hidden patterns in these photos that allow us to determine 

the condition of each image. In fact, we were unable to 

distinguish between the two types with the naked eye.

Step 5:  Apply Binary Objective Visualization 

Using Binary objective visualization for each tissue slice, 

let's examine the pattern of patches and their distribution 

in each mammography in more detail.

Figure 3. Represent the Binary Objective Visualization

After we apply the binary visualization,we can see the 

outliers of images containing the patches. There is a 

significant range in the number of cells present.We 

occasionally lack complete tissue data. It appears that 

tissue patches were lost or discarded while being 

prepared.

Step 6: Model Generation

Finally we got an model accuracy of 84.57 % which is the 

current accuracy of CNN model for early identification of 

breast cancer.

5.  EXPERIMENTAL  FINDINGS

After a complete analysis of our proposed CNN model on 

the sample dataset we finally came to know the following 

findings.

The following are the findings made from the study:

 It is found that MEAN CONCAVITY MAX 

VALUE is 0.4268.

 It is found that MEAN CONCAVITY RECORDS 

WITH VALUE <=0.05 is 247.

 It is found that MEAN CONCAVITY RECORDS 

WITH VALUE >0.05 is 322.

 It is found that MEAN CONCAVITY RECORDS 

ABOVE MID VALUE is 47.

 It is found that MEAN CONCAVITY RECORDS 

ARE FOUND IN 5 GROUPS FROM 0.0 TO 0.1, 

upto 0.41 to 0.50.

 It is found that MEAN SYMMETRY MAX VALUE 

is 0.304.

 It is found that MEAN SYMMETRY RECORDS 

BELOW MID VALUE (<0.152) is 71.

 It is found that MEAN SYMMETRY RECORDS 

ABOVE MID VALUE (>0.152) is 498.

 It is found that MEAN FRACTAL DIMENSION 

MAX VALUE IS 0.09744.

 It is found that MEAN FRACTAL DIMENSION 

RECORDS BELOW MID VALUE 0.

 It is found that MEAN FRACTAL DIMENSION 

RECORDS ABOVE MID VALUE (>0.04872) is 

569.
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 It is found that MEAN TEXTURE MAX VALUE IS 

39.28.

 It is found that MEAN FRACTAL DIMENSION 

RECORDS BELOW MID VALUE (<19.64) is 325.

 It is found that MEAN FRACTAL DIMENSION 

RECORDS ABOVE MID VALUE (>19.64 is 244.

 CNN achieved maximum accuracy, i.e., 84.57 %. 

DATASET WITH MEAN CONCAVITY 
VALUE <=0.05

Mean Concavity Grouped

CNN Model Accuracy

 Model.evaluate_generator is out-of-date and will be 

e l i m i n a t e d  i n  a  s u b s e q u e n t  r e l e a s e .  U s e 

'Model.evaluate' instead, which is compatible with 

generators.

 Model.evaluate_generator is deprecated and 

 val_loss: 0.36551591753959656 

 val_acc: 0.8456743359565735, 

 according to warnings.warn()

6. CONCLUSION

This project takes the breast cancer records in which data 

for various age group patients are taken with mean area, 

mean compactness, mean smoothness, mean concavity, 

mean symmetry, mean fractal dimension and other 

attributes.  Here we try to take CNN model for identifying 

the breast cancer for a given patients based on dataset 

collected from Diagnostic Wisconsin Breast Cancer 

Database. The training data is taken 75% from the whole 

data set and model is predicted. Then the remaining 25% 

of the data is taken as test data and checked against the 

predicted model.By conducting various experiments on 

our proposed model,we finally came to an conclusion that 

our CNN model is giving an accuracy of  84.57 %, near to 

85 % . We want to extend the same work on some other 

CNN models and increase the accuracy and reduce the 

time complexity.
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